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Abstract

We report results from an oyster hatchery on the Oregon coast, where intake waters experienced variable
carbonate chemistry (aragonite saturation state , 0.8 to . 3.2; pH , 7.6 to . 8.2) in the early summer of 2009.
Both larval production and midstage growth (, 120 to , 150 mm) of the oyster Crassostrea gigas were
significantly negatively correlated with the aragonite saturation state of waters in which larval oysters were
spawned and reared for the first 48 h of life. The effects of the initial spawning conditions did not have a
significant effect on early-stage growth (growth from D-hinge stage to , 120 mm), suggesting a delayed effect of
water chemistry on larval development.

Rising atmospheric carbon dioxide (CO2) driven by
anthropogenic emissions has resulted in the addition of
over 140 Pg-C (1 Pg 5 1015 g) to the ocean (Sabine et al.
2011). The thermodynamics of the reactions between
carbon dioxide and water require this addition to cause a
decline of ocean pH and carbonate ion concentrations
([CO 5

3 ]). For the observed change between current-day and
preindustrial atmospheric CO2, the surface oceans have lost
approximately 16% of their [CO 5

3 ] and decreased in pH by
0.1 unit, although colder surface waters are likely to have
experienced a greater effect (Feely et al. 2009). Projections
for the open ocean suggest that wide areas, particularly at
high latitudes, could reach low enough [CO 5

3 ] levels that
dissolution of biogenic carbonate minerals is thermody-
namically favored by the end of the century (Feely et al.
2009; Steinacher et al. 2009), with implications for
commercially significant higher trophic levels (Aydin et al.
2005).

There is considerable spatial and temporal variability in
ocean carbonate chemistry, and there is evidence that these
natural variations affect marine biota, with ecological
assemblages next to cold-seep high-CO2 sources having
been shown to be distinct from those nearby but less
affected by the elevated CO2 levels (Hall-Spencer et al.
2008). Coastal environments that are subject to upwelling
events also experience exposure to elevated CO2 conditions
where deep water enriched by additions of respiratory CO2

is brought up from depth to the nearshore surface by
physical processes. Feely et al. (2008) showed that
upwelling on the Pacific coast of central North America
markedly increased corrosiveness for calcium carbonate
minerals in surface nearshore waters. A small but
significant amount of anthropogenic CO2 present in the
upwelled source waters provided enough additional CO2 to
cause widespread corrosiveness on the continental shelves
(Feely et al. 2008). Because the source water for upwelling

on the North American Pacific coast takes on the order of
decades to transit from the point of subduction to the
upwelling locales (Feely et al. 2008), this anthropogenic
CO2 was added to the water under a substantially lower-
CO2 atmosphere than today’s, and water already en route
to this location is likely carrying an increasing burden of
anthropogenic CO2. Understanding the effects of natural
variations in CO2 in these waters on the local fauna is
critical for anticipating how more persistently corrosive
conditions will affect marine ecosystems.

The responses of organisms to rising CO2 are potentially
numerous and include negative effects on respiration,
motility, and fertility (Portner 2008). From a geochemical
perspective, however, the easiest process to understand
conceptually is that of solid calcium carbonate (CaCO3,s)
mineral formation. In nearly all ocean surface waters,
formation of CaCO3,s is thermodynamically favored by the
abundance of the reactants, dissolved calcium ([Ca2+]), and
carbonate ([CO 5

3 ]) ions. While oceanic [Ca2+] is relatively
constant at high levels that are well described by
conservative relationships with salinity, ocean [CO 5

3 ]
decreases as atmospheric CO2 rises, lowering the energetic
favorability of CaCO3,s formation. This energetic favor-
ability is proportional to the saturation state, V, defined by

Vf~
CO~

3

� �
Ca2z
� �

Ksp,f

where the subscript f refers to the phase of the mineral
being formed and Ksp,f is the apparent thermodynamic
solubility product of that phase. Precipitation is thermo-
dynamically possible for Vf . 1, and greater values of Vf

correspond to greater energetic favorability for precipita-
tion. Calcium carbonate exists in a variety of phases
distinguished by crystal structure and associated contribu-
tions of contaminaxting elements. The most common
phases are the low-magnesium phases calcite and aragonite
and high-magnesium calcite. Aragonite is about twice as* Corresponding author: bhales@coas.oregonstate.edu
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soluble as calcite, and the solubility of high-Mg calcites
increases with increased magnesium in the crystal lattice
(Morse and Mackenzie 1990). Aragonite, in particular,
plays an important role in the calcareous structures
produced by corals, pteropods, and early life stages of
larval oysters.

The CaCO3 shell-forming bivalves, including oysters
(Gazeau et al. 2007; Miller et al. 2009; Waldbusser et al.
2011), mussels (Gazeau et al. 2007; Thomsen et al. 2010),
and clams (Green et al. 2009; Talmage and Gobler 2009;
Waldbusser et al. 2010), show negative responses to
lowered V values, even when those perturbations occur
above the V 5 1 thermodynamic threshold for the minerals
in question. Larval oysters appear to be particularly
susceptible to the influences of ambient seawater chemistry,
as they form their larval shell material out of the more
soluble aragonite (Stenzel 1964) and only deposit less
soluble calcite following settlement. Additionally, some
studies indicate amorphous calcium carbonate (ACC) as an
even more soluble mineral precursor (Weiss et al. 2002)
during early stages of calcification, although other studies
question the ubiquity of this finding (Mount et al. 2004;
Kudo et al. 2010).

Regardless of exact calcification mechanisms, previous
studies have shown that oyster larvae respond negatively to
more acidic conditions. Kurihara et al. (2007) found a
reduction in development success when Crassostrea gigas
larvae were exposed to acidified conditions (pH 5 7.4).
Watson et al. (2009) exposed D-hinge (1-d-old) larvae of
the Sydney rock oyster (Saccostrea glomerata) to a range of
pH conditions (7.6–8.1) over a period of 10 d and showed a
significant decline in the survival and growth of young
larvae at lower pH. In a study starting with 5-d-old larvae,
Miller et al. (2009) also showed a significant decrease in
growth rate of C. virginica when exposed to lower pH
conditions but relatively little effect on survival. Reduced
larval growth of C. virginica in response to reduced pH was
also found by Talmage and Gobler (2009), with negative
effects on survival and metamorphosis also observed.
Studies on adult bivalves have shown that net calcification
was possible under more acidified conditions (Gazeau et al.
2007), and the ability to overcome dissolution increased
with postlarval size (Waldbusser et al. 2010). Mineral
polymorph, high energetic costs of early life history
development, and the generally high mortality rates in
larvae (Rumrill 1990) all suggest larvae will be the most
susceptible developmental stage of marine bivalves.

On the North American Pacific coast, native populations
of the oyster Ostrea lurida were unable to sustain extensive
harvesting (White et al. 2009), and the commercial oyster
industry there is supported primarily by cultivation of the
nonnative C. gigas, which was introduced near the
beginning of the 20th century but has limited naturally
sustaining populations (Ruesink et al. 2005) because of cold
in situ temperatures limiting reproduction of this species
and low residence times of water and, consequently,
planktonic larvae in many local estuaries (Banas et al.
2007). Therefore, the commercial oyster industry is
dependent on hatcheries that rear larvae to settlement size
before distributing them to the growers. In recent years,

natural and hatchery larval production have been severely
depressed in the Pacific Northwest, and a lack of sufficient
‘‘seed’’ has threatened an industry with a total economic
value estimated at US$278 million as of 2009 (Pacific Coast
Shellfish Growers Association 2010). Hatchery problems
started in 2006, when high concentrations of the patheno-
genic bacterium Vibrio tubiashii were observed, perhaps
associated with high-nutrient, low-O2 coastal upwelled
waters (Grantham et al. 2004; Chan et al. 2008) mixing
with warm late-summer bay waters (Elston et al. 2008). The
Whiskey Creek Shellfish Hatchery in Netarts Bay on the
northern Oregon coast (, 45.4uN, 123.9uW) experienced
high concentrations of V. tubiashii and difficulties in seed
production (Elston et al. 2008). However, by the summer of
2008, bacterial monitoring indicated that pronounced
mortality events often occurred in the absence of detectable
V. tubiashii. On the other hand, these larval mortality
events often coincided with strong coastal upwelling and
the presence of seawater thermodynamically unstable with
respect to aragonite in Netarts Bay.

Although the effects of ocean acidification have been
forecast for nearly 30 yr (Feely and Chen 1982), the issue
has only recently received community-wide interest with
workshops (Fabry et al. 2009) and strategy documents
(e.g., National Research Council 2010) completed in the
last few years, along with development of large-scale inter-
national integrated projects (http://www.epoca-project.eu)
and locally integrated observation networks (http://c-can.
msi.ucsb.edu). As a result, the chemical signature and
ecological effects of acidification have been under way long
before adequate scientific monitoring and classical exper-
imentation could sufficiently be put in place to resolve
either the baseline or the mechanisms of ecosystem
responses. Because of this known information deficiency,
workshop reports (Fabry et al. 2009) have strongly
recommended that the scientific community engage affect-
ed stakeholders and attempt to mine nontraditional data
sources for relevant information.

In this study, we follow this recommendation by
augmenting existing monitoring measurements with state-
of-the-art carbonate chemistry validation to evaluate the
response of C. gigas larvae, grown under otherwise optimal
conditions at an affected commercial hatchery on the
Oregon coast, to natural changes in carbonate chemistry
associated with periodic seasonal upwelling during the
summer of 2009.

Methods

Whiskey Creek Hatchery (WCH), a commercial shellfish
hatchery and largest independent producer of oyster seed in
the Pacific Northwest, is located in Netarts Bay, a small
bay on the northern Oregon coast (Fig. 1). Netarts Bay is a
lagoon-type estuary dominated by water inputs from the
adjacent North Pacific Ocean, with equivalent mean depth
and tidal amplitude (, 2 m) and only minimal freshwater
inputs via two small creeks that enter the east and south
edges of the bay. The hatchery is situated on the eastern
edge of the bay, about halfway between its northern and
southern extents. Seawater for larval rearing is drawn
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directly from the bay through a submerged intake pipe
about 0.5 m above the bottom at an average water depth of
about 2 m. Temperature is maintained at either , 18uC (for
broodstock) or , 25uC (for fertilization and larval rearing)
within the hatchery, while salinity varies with natural
fluctuations, in this case over a range of , 28–33.

The oyster production cycle within the hatchery follows
general procedures for oyster hatchery production. Brood-
stock are obtained from sustaining native populations in
Willapa Bay, Washington, oyster reserve or from the
Molluscan Broodstock Program (http://hmsc.oregonstate.
edu/projects/mbp/index.html) throughout the production
cycle. After they are brought to the hatchery, they are kept
in tanks flushed with ambient Netarts Bay seawater
maintained at 18uC and fed with an excess supply of algae
(produced in the hatchery) for a minimum of 2 wk to
maximize fitness and fecundity while preventing natural
spawning by not allowing temperatures to rise above 18uC.
Oysters are strip spawned by sacrificing several individual
males and females that are visually confirmed to be in peak
fitness and fertility. Spawns are performed two to four
times each week throughout the growing season, producing
cohorts of 2 3 108–2 3 109 larvae per spawn.

Harvested eggs are screened to remove debris and
thoroughly rinsed on a 20-mm screen. Clean eggs are

resuspended in 0.1-m3 tanks of filtered seawater, typically
at concentrations of 1010 m23, then fertilized with a sperm
suspension. Within 30–60 min, eggs are examined micro-
scopically to insure proper fertilization and then placed
into 22-m3 tanks of seawater at concentrations not
exceeding 2 3 107 m23. This represents one cohort of
oyster larvae.

After 48 h, D-hinge larvae are collected during tank water
change and transferred to 22-m3 tanks of new seawater
pumped from the bay; larvae are stocked initially at a
concentration of 5 3 107 m23. Small larvae are fed a diet of
the haptophyte Isochrysis galbani at cell densities of , 5 3
1010 m23 until 7–10 days after fertilization. For the next few
weeks, larvae are fed a mixed diet of diatoms (primarily
Chaetoceros gracilis and Thalassiosira sp. fed at cell densities
of , 7 3 1010 m23), and water in the holding tanks is replaced
completely every 48 h. Larvae are typically large enough to be
retained on 100-mm sieves (nominally 140–150 mm in long-axis
shell length) within 1–2 wk after fertilization.

Although we do not discuss later development here, the
hatchery produces and rears larvae until roughly 12–24 h
before settlement, when they are packaged and shipped to
commercial oyster growers across the Pacific Northwest.
Rearing of successful cohorts continues for an additional
7–14 d beyond the times described above, at which point

Fig. 1. (a) Map of Oregon coast from California border to the mouth of the Columbia
River. Dotted contours offshore show the position of the 100- and 200-m isobaths. (b) Expanded
view of Netarts Bay, where ‘‘WCH’’ denotes the position of the Whiskey Creek Hatchery.
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larvae are harvested on 236-mm sieves (310–330-mm shell
length) and distributed to growers. Low-production co-
horts are not maintained beyond the 150-mm size threshold.

Hatchery operators have found that certain optimal
ratios of biomass per volume are ideal for growth and
feeding in various settings. In order to balance production
rates and expenses associated with heating and maintain
water, the hatchery maintains a near-constant tank-specific
biomass by condensing or dividing cohorts into or across
tanks as required. The hatchery uses a volumetric cone to
estimate tank biomass and adjust the number of tanks as
needed at each tank change. We can therefore utilize the
data collected on the total number of tanks per cohort as a
measure of larval biomass production. The change in the
number of tanks is thus a proxy for the net production of a
cohort of larvae. Relative larval production, P, was
calculated from the relative change in the number of tanks
between the initial number of tanks at the postfertilization
D-hinge stage to the number of tanks when larvae are
retained on 100-mm screens, that is, P 5 (T100 2 TD)/TD,
where T100 and TD are the numbers of tanks at the 100-mm
screen and D-hinge stages of production, respectively. A
value of 0 in this case would imply no larval biomass
production and could be attained by either limited growth
and high survival or high growth and low survival, while a
value of 1 would imply a doubling of larval biomass, and a
value of 21 would imply complete mortality.

Hatchery personnel estimate larval development and
growth by various metrics. Early development is tracked
by estimating the number of fertilized eggs that develop to
healthy D-hinged larvae as the ratio of healthy D-hinged
larvae over successfully fertilized eggs. Growth is tracked by
logging the number of days it takes for components of a
cohort to reach benchmark sizes based on direct observa-
tions and sieves used to capture larvae during regular tank
changes. Specifically, the number of days until the first
observation of 120-mm larvae and the number of days until
all surviving larvae reach 150 mm are cataloged. We utilized
these records to estimate early-stage growth and midstage
growth related to important transitions in larval feeding and
development stages. Early-stage growth was defined as the
time required until the first observation of individuals in a
cohort reaching a shell length of 120 mm. Up to this size
stage, sizes are obtained by microscopic analyses of
subsamples from the cohort. Importantly, this metric
potentially captures the dynamics of the fittest individuals
in the cohort; however, the D-hinge developed integrates the
entire early development. We defined midstage growth by
calculating the time between first observation of larvae at
120-mm shell length and the time at which all surviving larvae
are retained on a 100-mm screen (nominally 150-mm shell
length). Larval nutrition in early-stage growth is reported to
be mixotrophic with larvae depending on both egg reserves
and limited ingestion of microalgae (Rico-Villa et al. 2009;
Kheder et al. 2010a,b). In midstage growth, larvae become
more dependent on exogenous food sources, and changes in
diet or food availability have more pronounced effects on
growth (Rico-Villa et al. 2009; Kheder et al. 2010a,b).

Water samples were collected from the hatchery seawater
system weekly in the morning (, 08:00 h local time) and

afternoon (14:00 h) in addition to a few other times selected
by the hatchery personnel. This sampling point was
separated from the bay by a flow transit time of a few
seconds and coincides with the location in the hatchery
where the tanks are filled. Samples for analysis of seawater
CO2 partial pressure (PCO2) and total dissolved CO2 (TCO2)
were collected in 350-mL amber glass bottles with minimal
headspace and poisoned with 300 mL of saturated HgCl2
solution before being sealed with urethane-lined crimp-seal
metal caps. We have shown in previous research (Hales
et al. 2005; Bandstra et al. 2006) that samples collected in
this manner are stable for several months or more for CO2

analyses. Samples were analyzed for TCO2 following the
method developed in Hales’s lab by Bandstra et al. (2006)
and for PCO2 by recirculating headspace air through the
sample and a nondispersive infrared detector using a small
air pump and a fritted bubbling stone. Results were
corrected for the pressure of analysis headspace and for
the temperature difference between analytical and in situ
conditions to yield PCO2 values in dekapascals rather than
the nearly numerically equivalent and more widely used
matm unit at in situ temperature (T) and TCO2 values in
mmol kg21. Uncertainty for the TCO2 analyses is expected
to be less than 0.2% (accuracy and precision), based on the
results of Bandstra et al. (2006), and less than 5% for the
PCO2 analyses, based on comparison between archived
samples and measurements made in situ by a variety of
methods (membrane and showerhead equilibration of
flowing sample streams and moored measurement of
PCO2 using absorbance-based sensors; Evans et al. 2011).

Inlet water aragonite saturation state (VA) was calculat-
ed from the T, salinity (S), and PCO2 and TCO2 data at in
situ conditions using a program written by the authors that
accounts for the equilibrium interactions between the
carbonic acid species at in situ conditions, using the
carbonic acid dissociation constants of Mehrbach et al.
(1973) as refit by Lueker et al. (2000), the boric acid
constants as defined by Dickson (1990), and the aragonite
solubility as defined by Mucci (1983). This choice of
constants is appropriate for freshwater and salinities above
20 but is unverified for the range 0–20 and should be used
with caution in lower salinity ranges where verification is
insufficient. Calcium concentrations were calculated as-
suming conservative dependence on salinity with a fresh-
water end member of 1 mmol kg21, appropriate for local
riverine inputs. From these measurements and choice of
equilibrium constants, we can calculate pH on the total
hydrogen ion scale, hereafter referred to as pHT. Propaga-
tion of analytical uncertainty in the measured PCO2 and
TCO2 data (stated above) dominates the uncertainty in
calculated VA, which is about 5%, while calculated pHT is
uncertain by about 6 0.02. We do not consider inaccuracy
in the thermodynamic constants used in our calculations.
The most significant of these is the inaccuracy of the
solubility of aragonite, which, as reported in the literature
is uncertain by about 6 10%,. Absolute values of VA and
pHT will suffer additional accuracy uncertainty if the
equilibrium constants are considered, but relative changes
in either term are known to within the above-stated
propagation of analytical precision. Comparison of these
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results with those of other studies will require careful
examination of acid dissociation and mineral solubility
assumptions.

It is important to note that the data presented here are
for the conditions at the hatchery inlet sampling point. We
maintain this for two reasons. Part of our objective is
quantification of the natural variation in conditions in
ambient bay waters, and direct measurements were not
made in the water after heating. Treatment of the water
approximates isochemical heating, in which alkalinity and
TCO2 do not change because of the quiescent conditions
and short time scale of the heating and the slow response of
CO2 to gas exchange. If waters were only warmed,
calculated VA values would be about 0.2 higher in warmed
waters than at the intake at in situ T, and thus the
responses we report would take place at more stable
mineral solubility conditions. The most likely chemical
change would be relaxation of the warmed waters to PCO2

values in equilibrium with the atmosphere while alkalinity
remained constant. This would have two consequences.
Warmed waters would mostly lose CO2 to the atmosphere,
resulting in potentially higher mean VA values, and moving
toward a common PCO2 would tend to reduce the dynamic
range in VA. Therefore, our measurements, if anything,
underestimate the mean VA and overestimate its dynamic
range in fertilization and rearing waters. We believe that
this choice of VA values is the most conservative in
implicating ocean acidification effects on larval oysters.

The high variability of the bay-water chemistry and the
frequency of the spawning operations made the approxi-
mately weekly discrete samples alone insufficient for
capturing the conditions experienced during spawning
operations, and we were forced to use these discrete
samples to ground-truth a continuous record of pH being
recorded by an in situ Yellow Springs Instruments (YSI)
6000 EDS sonde, located in the bay at the inlet of the

hatchery intake pipe, starting in late May 2009. Along with
pH, the sonde also recorded temperature and salinity at 30-
s intervals. The sonde was recovered monthly for cleaning
and calibrated for pH using Oakton buffers (http://www.
4oakton.com) at pH 7 and 10 on the National Bureau of
Standards (NBS) scale. One calibration operation occurred
in the middle of the presented record on 01 July 2009 and
two others preceding and following the sampling interval.
No drift was obvious during these calibrations, and no drift
correction was applied.

As there can be decoupling between pH and mineral
saturation state, pH is an imperfect variable for assessing
corrosivity of ocean water to calcium carbonate biomin-
erals. This is especially true in a complicated matrix like
seawater where ionic strength effects can lead to large
uncertainties in the determination of pH itself. We made
two corrections to the in situ pH record. We first corrected
the NBS-scale YSI measurements to the total hydrogen ion
scale using the nonlinear empirical relationship between the
total hydrogen ion activity coefficient and temperature and
salinity given by Millero et al. (1988). The corrections made
to adjust to the pHT scale were on the order of 0.13 unit,
with dependence on the T and S of the sample water. We
then synchronized our discrete measurements with the
continuous in situ record and used our calculated pHT

values to verify the accuracy of the in situ measurements.
We limited our analyses only to times when the measured
discrete sample T and S agreed with the synchronized in
situ observations to within 6 0.5uC and 0.75, respectively,
to ensure comparisons of common water types. The
discrete and in situ T and S measurements were quite
closely correlated (R2 . 0.98 for both parameters), but
periodic deviations occurred, as expected in a dynamic
setting such as this. The linear relationship between in situ
and discrete-sample calculated pH (Fig. 2a) was used to
convert the continuous in situ record into one that was

Fig. 2. (a) Correlation between pHT,calc calculated from PCO2 and TCO2 measured on discrete samples and pHT,YSI, corrected to the
total hydrogen ion scale from the NBS-scale pH measured with the YSI 6000 EDS sonde, for those samples with good T, S agreement.
pHT 5 0.45pHT,YSI +4.22, F1,12 5 26.80, p 5 0.0002, R2 5 0.70. (b) Relationship between aragonite saturation state (VA) and pHT,calc for
all discrete samples (VA 5 20.288 + 0.9274e(1.7345DpHt), F2,23 5 248.84, pseudo-R2 5 0.96, p , 0.0001, where DpHT 5 pHT 2 7.5 and
pseudo-R2 5 1 2 [residual sums of squares divided by the total corrected sums of squares], appropriate for nonlinear regressions).
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internally consistent with our CO2 chemical analyses
(pHT,calc 5 0.45pHT,YSI + 4.22, F1,12 5 26.80, p 5 0.0002,
R2 5 0.70). This correction is large, with slope , 1 and
offset . 0. This is not unexpected, as the YSI electrode is
advertised to produce accuracy of only 6 0.2 unit, although
precision is 0.01 unit (http://www.ysi.com/productsdetail.
php?6600V2-1). If this inaccuracy exists as nonlinearity in
relatively narrow pH ranges (, 0.6 in this case) or as
function of T and/or S fluctuations, none of which are
specified by the manufacturer, it could account for the
majority of this disagreement. However, the average
residual difference between predicted pHT from our
regression analysis and measured pHT is 0.06 (6 0.06, 1
SD), with a maximum residual value of 0.19; thus, for our
purposes, this is adequate.

As stated, pH is not expected to be a perfect predictor
for mineral saturation state, but the correlation between
pHT and VA from our discrete samples (Fig. 2b) was strong
enough to give good predictive power (VA 5 20.288 +
0.927e(1.735DpHt), F2,23 5 248.84, pseudo-R2 5 0.96, p ,
0.0001, where DpHT 5 pHT 2 7.5 and pseudo-R2 5 1 2
[residual sums of squares divided by the total corrected
sums of squares], appropriate for nonlinear regressions).
After correcting the in situ pH with the relationship shown
in Fig. 2a, we then converted that record to a continuous
time series of VA with the relationship shown in Fig. 2b.
Conditions for individual spawns were determined by
averaging the VA record between 0:800 h and 12:00 h local
time on the day of the spawn, corresponding to the interval
in which spawn tanks were filled.

A simple linear regression analysis was used to quantify
the effect of aragonite saturation state at time of spawn on
the proportion of healthy D-hinge, relative production
value (both described above), the early-stage growth rate
(up to 120-mm shell length), and the midstage growth rate
(120–150-mm shell length). The proportional D-hinge data
were arcsin square-root transformed because of the
problems associated with parametric analysis of propor-
tional data. Assumptions of heteroscedasticity and nor-
mality of residuals were checked with visual examination of
residuals and by the Shapiro–Wilk statistic, and these
assumptions were met. We additionally checked for overly
influential data points by examining Studentized residuals
and Cook’s distance and found one observation that
corresponded to an overly influential data point in two of
the three regressions. We censored each point and repeated
the statistical analyses but have included the point on
subsequent graphs. The exclusion of this point did not
change the inferences from either analysis. All analyses
were run in SAS v9.1, using Proc Reg for linear regressions
and Proc Nlin for the nonlinear regression.

Results

Netarts Bay carbonate chemistry—Water sampling and
continuous analysis for the period 01 June–03 August 2009
(Figs. 3, 4) show that the bay is subjected to two major
forcings that affect its carbonate chemistry. The first is the
upwelling state of the adjacent coastal ocean. During
upwelling, evidenced by high atmospheric pressure and

strong north winds (Fig. 3a), colder, saltier (Fig. 3b), low-
pH (Fig. 3c) aragonite-undersaturated (Fig. 3d) deep-ori-
gin upwelled water is brought to the surface very near the
coast (Hales et al. 2005; Feely et al. 2008), and this water
spills over the sill at the bay mouth into the bay. During
reduced upwelling or relaxation events, low-CO2 photo-
synthetically modified (high pH, high VA) surface waters
are forced back onshore and enter the bay. The time scale
of this forcing ranges from several days, corresponding to
the frequency of relaxation events during the upwelling
season, to several months, corresponding to the seasonal
shift between winter downwelling- and summer upwelling-
favorable winds. During the record of interest in 2009,
there were periods of strong upwelling from about year-day
161–186 (10 June–05 July) and again from about year-day
195–212 (14–31 July), punctuated by periods of weak
variable to south winds from year-day 153–161 (02–10
June), 187–194 (06–13 July), and 213–217 (01–05 August).

The second forcing factor is diurnal metabolic variability
within the bay. This is visible as the high-frequency patterns
superimposed on the smoothed records of Fig. 3, and one
part of the record is examined in more detail in Fig. 4. The
bay contains broad shallows populated by extensive eel-
grass beds and benthic microalgae, and on high-insolation
days, photosynthetic uptake of CO2 from bay waters is
high. In contrast, nighttime respiration produces abundant
CO2. This results in a clear pattern of high PCO2 and TCO2

in the morning discrete samples, with greatly reduced levels
in the afternoon samples (Fig. 4), that drives the diurnal
signal in pHT and VA (e.g., increasing values during the day
and decreasing values through the night). Note that
thermal forcing alone would predict higher afternoon
PCO2, opposite of what is seen. This effect occurs
independent of tidal forcing and is apparent in both
upwelling and relaxation (or reversal) oceanic conditions.
Unlike the upwelling-modulated changes, the bay’s car-
bonate chemistry is decoupled from its temperature and
salinity in these intervals.

Oyster larval performance—Larval performance was
assessed by four measures derived from hatchery records:
early development to D-hinge, the relative production,
early-stage growth when larvae depend on mixotrophic
nutrition, and midstage when larvae transition to exoge-
nous food sources. Successful development from fertilized
egg to D-hinge is measured by the proportion of fertilized
eggs that make it to D-hinge in , 24 h. The relative
production term provides a proxy for cohort biomass, with
positive numbers indicating growth in cohort biomass and
negative numbers indicating mortality. Our early- and
midstage growth metrics estimate the time required to
reach and exceed a benchmark size. Aragonite saturation
state at the time of spawning did not have significant effects
on D-hinge development (F1,14 5 3.97, p 5 0.0663, adjusted
R2 5 0.17; Fig. 5a) and early-stage growth (F1,15 5 0.00,
p 5 0.9845, adjusted R2 , 0; Fig. 5b). However significant
effects of carbonate conditions at time of spawn were found
on midstage growth (F1,14 5 13.87, p 5 0.0025, adjusted R2

5 0.47; Fig. 5c) and relative production (F1,15 5 17.93, p 5
0.0008, adjusted R2 5 0.53; Fig. 5d). Differing numbers of
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degrees of freedom result from either missing data points or
one data point in each of the midgrowth and relative
production regressions having been censored due to the
finding that each point was overly influential by Studen-
tized residuals, Cook’s distance, and DFFITS diagnostics.
These censored data points have, however, been included in
the plots of Fig. 5 as filled circles.

Discussion

This work differs from previous studies of calcifying
organism responses to changing acid-base chemistry in
several key ways. First, we utilized hatchery records of
larval performance under naturally fluctuating ambient-
water CO2 chemistry of Oregon’s coastal upwelling system

Fig. 3. Variability in environmental conditions in Netarts Bay, 01 June–03 August 2009. (a)
Record of north wind velocity (left axis) and atmospheric pressure (right axis), showing the
atmospheric conditions driving upwelling variability over the period of interest. (b) Record of
salinity (left axis) and temperature (right axis) at the hatchery intake. Black lines are 3-day
running-median smoothed representations of each record, distinguishing the upwelling forcing
from the diurnal forcing. Similarly colored circles are corrected discrete measurements of each
parameter, corresponding to the discrete samples analyzed for CO2 chemistry. (c) pHT from the
corrected in situ measurements made by the YSI sonde at the hatchery intake (blue line) and
calculated from the discrete samples analyzed for PCO2 and TCO2 (blue circles). Black line is the 3-
day filtered pHT record, as for T and S, above. (d) Aragonite saturation (VA), calculated from the
corrected YSI pHT data and the regression of Fig. 2b (green line) and from the discrete
measurements of PCO2 and TCO2 (green circles).
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with C. gigas, a nonnative study organism that has been
resident in these waters for nearly a century. No artificial
manipulations of water chemistry outside of those occur-
ring naturally were conducted. Second, we have focused on
the larval stages of several cohorts grown under commer-
cial hatchery conditions and protocols. Finally, we have
resolved the vagaries of in situ pH electrode time-series
data with discrete measures of seawater carbonate chem-
istry analyzed with state-of-the-art methodology. With this
novel approach, we have observed significant relationships
between aragonite saturation states at the time of spawning
and subsequent growth and production of larvae over the

size range of , 120 to , 150-mm shell length (Fig. 5) but
not on early growth and development.

Recent work by A. Hettinger (unpubl.) on the native O.
lurida showed carryover effects of water chemistry experi-
enced at early stage (larvae) to the later postlarval juvenile
stage. The carryover effect was evident after 1 mo of
growth when juveniles exposed to acidified conditions in
their larval stages failed to attain the same size as juveniles
derived from larvae exposed to less acidic conditions. Our
findings and those of A. Hettinger (unpubl.) illustrate
important concepts of how variable acidification may affect
coastal and estuarine ecosystems. The timing of spawning

Fig. 4. Demonstration of effect of diurnal variability on Netarts Bay carbonate chemistry
for a subset of the data presented in Fig. 3, 08–17 July 2009. (a) Tidal stage is largely uncorrelated
with (b) in-bay T and S or (c) pH or (d) aragonite saturation. Bay carbonate chemistry shows
regular diurnal variability, with maximum pHT and VA at or shortly after local noon and minima
in early morning. Vertical dashed lines represent local midnight (major ticks) and noon
(minor ticks).
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and release of gametes into the water column are critical in
light of variable local conditions occurring on top of a
shifting CO2 chemistry baseline (Waldbusser et al. 2010,
2011). Others have demonstrated the importance of
environmental conditions related to climate and weather
patterns in controlling interannual oyster recruitment
(Kimmel and Newell 2007). Our results further highlight
the ecological significance of windows of opportunity for
successful recruitment that may be likened to match–
mismatch theory (Cushing 1990). However, it is important
to note that in the current study, we have evaluated
hatchery production and therefore minimized the typically
extreme mortality of larval oysters in the wild by growing
them under otherwise ideal conditions.

Long-term records of recruitment of Pacific oysters in
Willapa Bay, Washington, have previously shown multiple
year failures in recruitment (Dumbauld et al. 2011). Recent
Pacific Northwest failures in natural recruitment have also
corresponded with diminished oyster seed production at
WCH (S. Cudd pers. comm.). Within a hatchery setting,
oysters are spawned frequently (every few days at WCH

over several months) and cohorts distinct, whereas natural
populations typically have fewer cohorts per season that
are often variable in timing and generally result in an
integrated cohort over the spawning season. Within the
hatchery, temperature and food concentrations are all held
at near-constant and optimal levels, and broodstock are
optimized for reproduction, while these conditions vary
significantly in natural waters during the spawning season.
Additionally, Rumrill (1990) noted that fertilization failure,
adverse hydrography, substrate limitation, and predation
are the most important determinants of the success of
natural populations of meroplankton, such as larval
oysters. Recent biochemical studies of oyster larvae
indicate the importance of food quality and quantity in
conjunction with sensitivity to fluctuating salinity and
temperature (Hofmann et al. 2004). Increased food
availability and quality generally improved tolerance of
C. gigas larvae to salinity and temperature variability in
these modeling studies. If we view the less favorable
aragonite formation energetics associated with high-CO2

upwelling conditions as sublethal acute stress and recognize

Fig. 5. Relationship between saturation state of aragonite and (a) proportion of larvae developing to D-hinge stage, (b) number of
days for larvae to reach a nominal 120-mm size, (c) number of days for larvae to grow from 120- to 150-mm nominal size, and (d) overall
relative production of each cohort. As described in the Methods section, relative production does not include the changes in the cohort
prior to D-hinge; relative production captures only the changes from the D-hinge stage up to competent to settle. Data points in black on
graphs 5c and 5d are statistical outliers and were excluded from regression analysis. Reduced R2 values and p-values of linear regression
analyses are shown in the figure. Other statistics for significant relationships are (c) midstage, growth slope 5 23.95 6 1.05 days,
intercept 5 12.02 6 1.67 days and (d) relative production, slope 5 1.22 6 0.29 days, intercept 5 22.13 6 0.44 days.
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that early development is energetically expensive, as is shell
construction (Palmer 1992), then the moderate acidification
we measured can be considered a stress that requires
additional energy to overcome (Portner 2008).

Many marine bivalve species share similar developmental
stages from egg fertilization to metamorphosed juveniles,
although the timing and typical sizes at which these stages
occur will vary both within and among species. Recent
studies suggest that early C. gigas larvae up to about 120
microns in shell length are mixotrophic, with egg yolk
reserves providing a major source of nutrition (Rico-Villa
et al. 2009; Kheder et al. 2010a,b). In our analyses of
production and growth, there was no significant VA effect
(over the natural range of conditions) during early egg
development on growth through this early stage (Fig. 5a,b);
however, production was ultimately affected (Fig. 5d). This
finding suggests that within-cohort variability may allow
some individuals to continue to grow without incident while
reaching our initial early-growth benchmark (Fig. 5b), while
others cannot survive, leading to increased mortality and
ultimately decreased cohort production (Fig. 5d). It is
important to note that the relative production term uses
the change in number of tanks from the D-hinge stage to
competent to settle and therefore does not overlap with the
proportion of D-hinge value. Growth was, however,
significantly affected for midstage larvae that depend
primarily on exogenous food sources (Fig. 5c). These
findings suggest that the effects of acidification during egg
development may have carried over (A. Hettinger unpubl.)
to affect the growth and survival of midstage larvae. The
nature of this putative carryover effect is unclear but could
be due to the cumulative effects of stress on later larval
development, metabolism or feeding physiology. Further
research on the effects of ocean acidification on larval
development and physiology is needed.

The fact that the bay itself experiences large fluctuations
in carbonate chemistry driven by primarily natural
mechanisms provides an opportunity for adaptive strate-
gies to be implemented by resource managers such as
hatchery operators. In the case of Netarts Bay, WCH
operators have already implemented a strategy to avoid
early morning tank-filling operations during strong up-
welling conditions and as a result have restored a
significant amount of lost production. Nevertheless,
climatic shifts that are likely to move the mean state
toward higher-CO2, more corrosive conditions are a cause
for concern (Feely et al. 2009; Rykaczewski and Dunne
2010). Feely et al. (2008) estimated that the most recent
exposure of upwelled source waters off the US west coast
was a few decades ago, yet the waters were still influenced
by addition of anthropogenic CO2 from a 1960s-vintage
atmosphere. If correct, this means that waters already in
transit to the upwelling locations have been exposed to
more recent, higher-CO2 atmospheres, and increasingly
corrosive upwelled water is inevitable in coming years.
Likewise, the intensity and persistence of upwelling that has
accompanied hypoxic events (Grantham et al. 2004; Chan
et al. 2008) off the Oregon coast has been hypothesized as a
recurring feature of a warming climate (Barth et al. 2007;
McGregor et al. 2007). Enhanced upwelling will carry

increased corrosivity of shelf waters, much as it drives
increased hypoxia. In each case, the fluctuations in local
CO2 chemistry will be superimposed on a trend of
increasing corrosivity, meaning that the conditions favor-
able for larval oyster production will have lower frequency
of occurrence and shorter persistence. Even if commercial
shellfish producers are able to predict favorable conditions,
the windows of opportunity for these adaptive strategies to
be implemented will be diminished.

Two significant shortcomings exist with regard to under-
standing acidification effects on natural populations of
organisms in variable coastal and estuarine habitats: predic-
tion of how carbonate conditions will vary in coastal and
estuarine environments with increasing atmospheric CO2 and
a better understanding of the fundamental biology underlying
the responses of multicellular organisms to acidification. The
first of these will be addressed by development of better
predictive capability (Juranek et al. 2009) such that stake-
holders may be able to plan production operations for the
most favorable conditions. Our limited experience suggests
that the multitude of forcing time scales still requires high-
resolution monitoring of water CO2 chemistry before we are
fully capable of developing predictive models.

The second can be addressed only by more focused
experimental work on physiological mechanisms of early
larval response in conditions with tightly controlled
carbonate chemistry. Our findings in the hatchery setting
corroborate the laboratory-based experiments of Kurihara
et al. (2007) illustrating the sensitivity of the very early
developmental stages to ambient chemistry, although the
hatchery larvae in this study experienced a much narrower
range of carbonate chemistry. The descriptive biology of
oyster larvae has been well documented; however, the
dynamic responses of initial shell formation to environ-
mental signals is still poorly understood. Initial shell is
thought to be formed between the periostracum and the
shell gland and thus ‘‘protected’’ from ambient conditions.
How protected this initial shell material is, the energetics of
this initial shell formation, and physiological plasticity are
still poorly constrained. Numerous studies have now
illustrated a pattern of negative response to acidification
for many marine species, including bivalves (Kurihara et al.
2007; Miller et al. 2009; Watson et al. 2009), and many
more will likely follow. In almost all cases, it has been
shown that mollusks tend to respond negatively to
increasing corrosiveness of water. However, only a handful
of studies have addressed the underlying physiological and
ecological mechanisms of these responses to develop a clear
and well-founded argument for how other related organ-
isms will respond (Wood et al. 2008; Thomsen et al. 2010;
Ries 2011). Although shell mineralogy is a possible first-
order explanation for the responses of calcifying organisms
to acidification (Cooley and Doney 2009), it is clear that
many other factors will determine susceptibility of biogenic
minerals to dissolution (e.g., Glover and Kidwell 1993),
and calcifying organisms may respond in less predictable
ways (Ries et al. 2009). Although the history of studies of
biomineralization spans several decades, aspects of the
mechanisms of shell formation are still poorly understood, in
particular during the very early life stages of mollusks. Some
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recent work questions our current understanding of biominer-
alization (Mount et al. 2004), and we are far from understand-
ing the processes underlying the patterns of response.

The fact that multiple parameters in the CO2 chemistry
system (pH, PCO2, VA, and so on) all change in response to
perturbations complicates this understanding, as there are very
likely differential effects of these variables on different
physiological processes. Experimental methods that can
elucidate these mechanisms will be important. Finally, the
ability to predict the acute and chronic sensitivities of
organisms to high-CO2 waters should be a goal of future
research. There has been some suggestion that larval and
juvenile organisms need to reach critical development states
where they can compensate for the deleterious effects of
elevated CO2 levels (Green et al. 2009; Waldbusser et al. 2010),
and it may be that C. gigas larvae are especially sensitive to
chemical conditions at the time of spawning. This may require
development of acute and chronic threshold definitions,
assessment of the sensitivity of organisms to the persistence
of conditions, and stage-based models of organism responses.

The current study illustrates the value of monitoring
efforts, which, if applied with stakeholder interests at hand,
can provide valuable economic feedback (as is the case with
WCH). Our study, relying on hatchery records and utilizing
their production model, does potentially suffer from the
lack of strict control as found in other more constrained
experimental systems. We therefore acknowledge the
correlative and suggestive nature of this study; however,
it highlights the significance of current-day variable
carbonate chemistry effects on commercially important
species (and reliant regional economy) in surface waters
and validates previous laboratory-based acidification ex-
periments in which carbonate chemistry was manipulated.
The significant effects on hatchery-based oyster production
indicates that local and regional acidification effects are
already on us, and responses of these coupled natural
human systems to increasing CO2 are likely unfavorable.
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